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Figure1: Variouswatercolor-like imagesobtainedeitherfrom a3dmodel(a,b)or from aphotograph(c) in thesamepipeline.

Abstract

This paperpresentsan interactive watercolorrenderingtechnique
that recreatesthe speci�c visual effects of lavis watercolor. Our
methodallows theuserto easilyprocessimagesand3dmodelsand
is organizedin two steps:anabstractionstepthatrecreatestheuni-
form color regionsof watercolorandan effect stepthat �lters the
resultingabstractedimageto obtainwatercolor-like images.In the
caseof 3d environmentswe alsoproposetwo methodsto produce
temporallycoherentanimationsthatkeepauniformpigmentrepar-
tition while avoiding theshowerdooreffect.

Keywords: Non-photorealisticrendering,watercolor, temporal
coherence,abstraction.

1 Intro duction

Watercoloroffersa very rich mediumfor graphicalexpression.As
such,it is usedin a variety of applicationsincluding illustration,
imageprocessingandanimation.Thesalientfeaturesof watercolor
images,suchas the brilliant colors, the subtlevariation of color
saturationandthevisibility andtextureof theunderlyingpaper, are
theresultof acomplex interactionbetweenwater, pigmentsandthe
supportmedium.

In this paper, we presenta setof tools for allowing thecreation
of watercolor-like picturesandanimations.Our emphasisis on the
developmentof intuitivecontrols,placedin thehandsof theartists,
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Figure2: Realwatercolor( c Pepinvan Roojen). (a) Edgedark-
eningandwobbling effect, (b) pigmentsdensityvariation,(c) dry
brush.

ratherthanon a physically-basedsimulationof theunderlyingpro-
cesses.To this end,we focuson what we believe to be the most
signi�cant watercoloreffects,anddescribea pipelinewhereeach
of theseeffectscanbecontrolledindependently, intuitively andin-
teractively.

Our goal is theproductionof watercolorrenderingseitherfrom
imagesor 3d models,staticor animated.In thecaseof animation
rendering,temporalcoherenceof the renderedeffectsmustbeen-
suredto avoid unwanted�ick eringandotherannoyances.We de-
scribetwo methodsto addressthis well-known problemthatdiffer
in thecompromisesthey makebetween2dand3d.

In thefollowing, wewill �rst review thevisualeffectsthatoccur
with traditionalwatercolorandpresentrelatedwork. Ourpipelineis
thendescribedfor imagesand�x edviewpoint3dmodels,followed
by ourmethodsthataddressthetemporalcoherenceof animated3d
models.Finally, wewill show someresultsbeforeconcluding.

2 Watercolor e�ects

Curtis et al. [1997] listed the speci�c behaviors which make wa-
tercolorsodistinctamongpaintedmedia,thatprobablyaccountfor
its popularity. We describeherethe mostsigni�cant andspeci�c
effects in watercolor, as illustratedin Figure2 by picturesof real
watercolorfoundin [vanRoojen2005].

First, the pigmentsare mixed with water but do not dissolve



totally. The result is that, after drying, even on a totally smooth
paper, the pigmentdensityis not constant(seeFig. 2-(b)). This
manifestsitself at two differentscales:on the onehandthereare
low-frequency densityvariationsdueto a nonhomogeneousrepar-
tition of wateronthecanvas:theturbulence�o w; ontheotherhand
therearehigh-frequency variationsdueto non-homogeneousrepar-
tition of pigmentsin water:thepigmentdispersion.In addition,the
grain of the canvascanalsointroducedensityvariationssincethe
pigmentsaredepositedin priority in cavitiesof thepaper.

Second,the �uid natureof watercolorcreatestwo effectsalong
thebordersof coloredregions:edgedarkeningdueto pigmentmi-
grationandawobblingeffectdueto papergrain(seeFig. 2-(a)). In
the caseof a “dry brush” the papergrain alsocreatessomewhite
holesin the brushstrokes when a nearly-drybrushonly touches
raisedareasof thepaper(seeFig. 2-(c)).

Finally, watercoloris usuallycreatedby ahuman,usingabrush,
often of a large size, and thereforerepresentsa scenein a more
abstractedway thana photograph.We believe thatabstractingthe
shape,colorsor illuminationof theoriginalsceneis crucialto keep-
ing theaestheticsof watercolor. Althoughthis is trueof mostpaint-
ing anddrawing styles,thetechnicalconstraintsof watercolortyp-
ically resultin lessprecisedetailsthanothertechniques.

We do not target the diffusion effect, alsodescribedby Curtis,
for two mainreasons.First this effect is oftenavoidedby theartist
when trying to depict “realistic” scenes.In sucha casethe lavis
technique(wet on dry) is preferred. Second,this effect typically
requiresa �uid simulation,andwould certainlynot be temporally
coherent.We thusleave this type of visual effect for future work
andinsteadconcentrateonuniform-colorregions.

3 Related Work

Previousresearchin watercolorrenderingcanbegroupedinto two
broadcategories: Physical simulationof the mediaandimage�l-
ters.

Physical simulationsattemptto simulateall �uid, pigmentand
paperinteractions.Curtiset al. [1997]describedthecritical effects
createdby watercolormediaand presenteda systemthat created
convincing watercolorrenderings.Their work wasanextensionof
Small's [1991] connectionmachines.Curtis' method,while con-
vincing,is extremelycomputationallyexpensive. VanLaerhovenet
al. [2004] demonstratedan interactive methodfor renderingbrush
strokespaintedby theuser. Renderingeasternstyleinks is arelated
areathat may be consideredin this category [Chu andTai 2005].
In this casethefocusis moreon thedispersioneffects(wet on wet
technique)thanon lavis technique.Moreover, watercoloris a me-
dia consistingof a complex seriesof interactionsbetweenmultiple
layersof paint that diffusepigmentandwater in ways that relate
preciselyto themethodandareaof their application.It is not clear
thatsuchmethodsaresuitablefor animationsincethepositionsof
paintedregionsin relationto oneanothernecessarilychangein an-
imations.Theinterdependenceof thequalitiesthatmake animage
look like a watercolorpaintingmaybetoo high to allow truetem-
poralcoherence.

Imageprocessing�lters consistof using image,and other G-
buffers(likedepthor normalbuffer) asinput to createawatercolor-
like imagethat is basedon an empiricalrecreationof the relevant
effects ratherthana physical simulation. Thesemethodsare fast
andcan typically be performedat interactive speedsbut lack the
richnessof physical simulations. Lum and Ma [2001] presenta
multi-layerapproachinspiredby watercolorpainting.Theirwork is
performedin 3d objectspaceto ensureframe-to-framecoherence.
Line integral convolution is appliedalong the principal curvature
directionsto renderbrush-like textures. Burgesset al [2005] cre-
ateda similar system,usingWyvill noiseto createstroke textures.
Luft andDeussen[2005] abstractID imagesat their boundariesto

create�o w patternsandedgedarkening.Theseeffectsaretypically
isolatedin realpaintingsanddonotoccursimultaneouslyasin their
method. Furthermore,abstractingat the object level removes all
detail aboutsurfaceshape. Lei andChang[2004] demonstratea
renderingpipelineusinga GPU to createwatercoloreffectsat in-
teractive speeds.They requirethe userto “pre-paint” eachobject
using a lit sphereinterface. All �o w and granulationeffects are
thenencodedin a 1d texture andrenderedin a mannersimilar to
a toonrendering[Lake et al. 2000]. Encoding�o w effectsin a 1d
texture is too abstractfor adequatedetail on a smoothlychanging
3d surface. Furthermore,lit spherelighting speci�cation may be
prohibitive for a largenumberof objectsor changinglight sources.

Johanet al. [2005] usedwatercolorprinciplesto createbrush
strokesin imagespacebut they do not presenta methodfor water-
color rendering.

Much of this previous work makes useof the Kubelka-Munk
modeltosimulatethecompositionof pigments.Thismodelisphys-
ically basedbut limits thechoicesof colorsto aprede�nedpigment
library. In thecaseof an imageinput (like in [Curtis et al. 1997])
a color reconstructionhasto bedoneto choosetheright pigments
for a given color. We proposein this work a moreintuitive color
treatmentthatstayscloseto theoriginal colorof theinput.

Ontheotherhand,temporalcoherenceof brushstrokeshasbeen
anactiveareaof researchsincethereis aninherentcon�ict between
a3dmotion�eld andmarkscreatedin a2dplane.Variousmethods
hasbeenpresentedeither in objectspacelike [Meier 1996] or in
imagespacelike [Wang et al. 2004]. The shower door problem
betweenthe canvas and objectsin the scenehasbeenaddressed
in [Cunzietal. 2003;KaplanandCohen2005].

Watercoloris, in our opinion,not exactly a mark-basedrender-
ing techniquebecausethepigmentscannotbeconsideredassingle
brushstrokes; on the otherhandthe pigmentshave to follow the
objectsin thescenesowe cannotdirectly apply thedynamiccan-
vas techniqueas in [Cunzi et al. 2003]. The temporalcoherence
methodswepresentareextensionsof theseprevioustechniques.

4 Single-image pipeline

Ourwork is directlyinspiredfrom previoustechniques,howeverwe
do not restrictourselves to physically realizableimages. Instead,
we purposelylift theconstraintsinheritedfrom thephysicsof real
watercolorsincethey canbe avoidedby the useof the computer.
We preferto offer a systemthat reproduceswatercolorsvisual ef-
fects,andlet the usercontrol eachof theseeffectsindependently,
evenif theparticularcombinationthatresultswouldnotmakesense
in the physical world. Thus,we do not needto usethe Kubelka-
Munk pigmentmodelor a physical �uid simulationasin previous
approaches.

In orderto obtaintheeffectsmentionedin Section2 wepropose
a uni�ed framework usingthe pipelineshown in Figure3 andthe
accompanying videos,which takesasinput eithera 3d sceneor a
singleimage.

Ourcontributionsare(a)toprovidetheuserwith variousabstrac-
tion stepsallowing thecreationof theuniformcolorregionsneeded
in watercolor, and(b) to provideasimplecolorcombinationmodel
thatensuresaplausibleresultwhile avoidingphysicalconstraints.

We now describeeachstepof thepipeline. For clarity of expo-
sition, we begin with the secondstage(watercoloreffects)before
consideringthevariousabstractionpossibilities.

4.1 Watercolor e�ects

Theinput to thispartof thepipelineis anabstractedimagethatcan
comeeitherfrom a 3d renderingor from a processedphotograph.
Figure4 illustratesthesuccessivestepsin thecaseof a3dmodel.
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Figure3: Staticpipeline: Our pipelinetakesasinput eithera 3d modelor a photograph,the input is thenprocessedin orderto obtainan
abstractedimageand�nally watercoloreffectsareappliedto produceawatercolor-like image.

Themaineffect in watercoloris thecolorvariationthatoccursin
uniformly paintedregions.We �rst presentthetechniqueweuseto
reproducethesevariationsby modifying thecolorof theabstracted
imageandthenwedescribeall theeffectsspeci�c to watercolor.

4.1.1 Color modi�cation

C
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Figure 5: Darkening and lighting of a base color C (here
(0:90;0:35;0:12)) usingadensityparameterd.

As mentionedearlierwe chosenot to usea physical model to
describecolorcombinations.Theessentialpositiveconsequenceof
this choiceis that theusercanfreely choosea basecolor (think of
avirtual pigment),whosevariationin thepaintedlayerwill consist
of darkeningandlightening,asshown in Figure5.

We build an empiricalmodelbasedon the intuitive notion that
the effectsdue to pigmentdensitycanbe thoughtof as resulting
from light interactionwith a varying numberof semi-transparent
layers.Consider�rst a colorC (0 < C < 1) obtainedby a uniform
layerof pigmentover a white paper, we caninterpretthis asa sub-
tractiveprocesswherethetransmittanceof thelayeris t =

p
C (the

observedcolor is the transmittancesquaredsincelight musttravel
throughthe layer twice). Adding a secondlayer of the samepig-
ment thereforeamountsto squaringthe transmittance,andhence
alsotheobservedcolor.

We needto be able to continuouslymodify the color, rather
than proceedingwith discretelayers or squaringoperations. A
full, physically basedanalysiscould be basedon the description
of acontinuouspigmentlayerthicknessandtheresultingexponen-
tial attenuation.Ratherweobtainsimilarphenomenologicaleffects
by introducinga pigmentdensityparameterd, which providesthe
ability to continuouslyreinforceor attenuatethe pigmentdensity,
whered = 1 is thenominaldensitycorrespondingto thebasecolor
C chosenby theuser. We thenmodify thecolor basedon d by re-
moving a valueproportionalto the relative increase(respectively
decrease)in densityandthe original light attenuation1� C. The
modi�ed colorC0 for densityd is thusgivenby

C0 = C(1� (1� C)(d � 1)) (1)

= C� (C� C2)(d � 1)

Notethatthevalued = 2 correspondsto thetwo-layercasedis-
cussedaboveandto asquaredcolor.

4.1.2 Pigment density variation

As describedin section2 thedensityof pigmentsvariesin several
ways.Weproposeto addthreelayers,onefor eacheffect: turbulent
�o w, pigmentdispersionandpapervariations.No physicalsimula-
tion is performed.Instead,eachlayer is a gray-level imagewhose
intensitygivesthepigmentdensityasfollows: An imageintensity
of T 2 [0;1] yieldsa densityd = 1+ b(T � 0:5), which is usedto
modify theoriginalcolorusingformula1. b is aglobalscalingfac-
torusedtoscaletheimagetexturevaluesandallow arbitrarydensity
modi�cations. The threeeffectsareappliedin sequenceandeach
canbe controlledindependently(seeFigure4-(g,h,i)). The com-
putationis doneperpixel usinga pixel shader. Thepaperlayer is
appliedon the whole imagewhereasthe other layersareapplied
only on theobjectprojection.

The user is free to chooseany kind of gray-level texturesfor
eachlayer. We found it convenient to usePerlin noise textures
[Perlin 1985] for the turbulent �o w, a sum of gaussiannoisesat
variousscalesfor pigmentdispersionandscannedpapersfor the
paperlayer.

4.1.3 Other watercolor e�ects

The pigmentdensitytreatmentrecreatesthe traditional texture of
realwatercolor. We thenadd,asin mostprevioustechniques,sev-
eraltypicalwatercoloreffects:

Edge darkening: Edgesaredarkenedusingthe gradientof the
abstractedimage(seeFigure4-(f)). The gradientis computedon
theGPUusinga fast,symmetrickernel:

D(px;y) = jpx� 1;y � px+ 1;yj + j px;y� 1 � px;y+ 1j

The gradientintensity (usedto modify the pigmentdensityusing
formula 1) is computedby averagingthe gradientof eachcolor
channel.

Any othergradientcomputationcouldbeuseddependingon the
compromisebetweenef�ciency and realismneededby the user.
Ourmethodis clearlyon theef�ciency side.

Wobbling: Theabstractedimageis distortedto mimic thewob-
bling effectalongedgesdueto thepapergranularity. Thex offsetis
computedwith thehorizontalpapergradient,andthey offsetwith
theverticalpapergradient(seeFigure4-(e)). Theusercanchange
thepapertextureresolution:Indeed,therealprocessinvolvescom-
plex interactionsandusingthepapertexturedirectly mayproduce
detailsat too �ne ascale.By decreasingtheresolutionwekeepthe
overall canvasstructurewhile decreasingthe wobbling frequency.
We couldhave alsousedanothertexture for this effect asin [Chu
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Figure4: Staticpipelineillustratedfor a 3d model: (a) 3d model,(b) original color chosenby theuser, (c) toonshading,(d) dry brush(not
keptfor thisexample),(e)wobbling,(f) edgedarkening,(g) pigmentdispersionlayer, (h) turbulence�o w layer, (i) paper, (j) �nal result.

andTai 2005]. As a sideeffect, the paperoffset addsnoisealong
edges,whichdecreasesthealiasingeffect.

Dry brush: The dry brusheffect occursin watercolorpainting
whena nearly-drybrushappliespaintonly to theraisedareasof a
roughpaper. We simulatethis effect with a simplethresholdof the
paperheight (representedby the papertexture intensity)as illus-
tratedin Figure4-(d).

This effect hasnot proven to bevery usefulin practicebecause
it is appliedto thewholescene.However onecaneasilyaddcolor
conditionsor masksin thepipelineto selectively applysuchanef-
fect.

4.2 Abstraction

Thewatercolorrenderingobtainedby ourpipelinegenerallyseems
toodetailedcomparedto apaintingdoneby hand.Indeed,thesmall
detailsproducedby a 3d renderingareoften “too perfect”, which
is a commonissuein computergraphics. Similarly, if we take a
photographasinput, theresultappearstooprecise.

We proposeto use various abstractionstepsto simplify the
shapesandto abstractthe color andthe illumination of our input
databeforeaddingthe watercoloreffectsalreadydescribed.The
�rst abstractionstepaimsat reproducinguniform color regionsby
abstractingthe illumination in the caseof a 3d model (seeSec-
tion 4.2.1)or segmentingtheoriginal image(seeSection4.2.2)and
thesecondabstractionstepaimsatdiscardingthesmallregionsthat
remainsafterthe�rst step(seeSection4.2.3).

4.2.1 Abstraction of the illumination of a 3d model

In watercolorpainting,shadingis usuallyperformedby composit-
ing pigmentlayers. In wet-in-wetpainting, this superpositionre-
sultsin asmoothshading,whereasin wet-on-drypainting,it results
in sharpcolor areas.To obtain theseshadedareas,a toon shader
asdescribedin [Lake et al. 2000] is used.A smoothtransitionbe-
tweenareascanbeobtainedby smoothingthetoontexture(Figure
6). We applytoonshadingusingour color modi�cation methodso

that it staysconsistentwith the restof thepipeline. Theuserthus
simplyhasto provideagray-level 1d texture.

Figure6: Toonshadingandthecorrespondingtoontexture

Dependingon theoriginal 3d modelandevenwith a toonshad-
ing therearestill sometimeslots of details.Therefore,we propose
to smooththenormalsof themodelbeforecomputingtheillumina-
tion. The normalsmoothingis appliedby replacinga vertex nor-
mal by the averageof its neighborsnormals. This processcanbe
repeatedto obtainahighersmoothing.Normalsmoothingremoves
shadingdetailsbut preservessilhouettes(Figure7).

Figure7: Normal smoothing:by averagingthe normalsthe user
simpli�es theshadingprogressively to thedesiredlevel.

4.2.2 Abstraction of the color of an image

Whendealingwith a photograph,we no longerhave uniform color
regionsas given by the toon shader. To obtainsuchregions,we
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Figure8: Imageabstraction:(a)original image,(b) withoutabstraction:directapplicationof watercoloreffects,theimageis toodetailed,(c)
resultaftersegmentation,(d) �nal resultwith segmentationandmorphologicalsmoothing.

proposea color segmentationstep.We usea meanshift algorithm
[ComaniciuandMeer1999]to performsucha segmentation.This
givesa lessdetailedimageaspresentedFigure8-(c) showing the
uniformcolor regionstypical in watercolor.

4.2.3 Morphological Smoothing

After thepreviousstep,eithersegmentationor illuminationsmooth-
ing, somesmallcolor regionsremain.We allow theuserto applya
morphologicalsmoothing�lter (sequenceof oneopeningandone
closing)to reducecolor areasdetails.Thesizeof themorphologi-
calkernelde�nestheabstractionlevel of colorareasandsilhouettes
(Figure8-(d)). It canbeviewedasthebrushsize.Thesamekind of
2d approachis usedby [Luft andDeussen2005],exceptthat they
useaGaussian�lter andthresholdsto abstracttheir color layers.

5 Temporal coherence

In thestaticversionof ourwatercolorpipeline,wehaveshown that
aconvincingwatercolorsimulationmaybecreatedby usingtexture
mapsthatrepresentbothlow frequency turbulent�o w andhighfre-
quency pigmentdispersion.Using this methodin animationleads
to the “shower door” effect, wherethe objectsslide over the pig-
mentstextures.Ideally, we would like thepigmenteffectsto move
coherentlywith eachobject,ratherthanexisting independently.

While it is temptingto simply mappigmentstexturesontoeach
object(asin [Lum andMa 2001] for example),this leadsto prob-
lemswith ensuringthescaleanddistribution of noisefeatures.For

example,the featuresof a pigmentdispersiontexture thatappears
correctfrom a speci�c camerapositionmay blur if the camerais
zoomedout. Therefore,we seeka compromisebetweenthe2d lo-
cationof pigmentsandthe3dmovementsof objects.

This questionhasalreadybeenaddressedin thecaseof thecan-
vas, leadingto two approachesof a dynamiccanvas[Cunzi et al.
2003;KaplanandCohen2005]. The problemtherewasto match
the canvasmotion to the cameramotion. In the watercolorcase,
we want the pigmenttexturesto follow eachobjectsmotion, not
just thecamera.We thusproposetwo differentmethodsthateach
extendoneof thepreviousdynamiccanvasapproaches.

As farastheabstractionstepsareconcerned,thetoonshaderand
normal smoothingare intrinsically coherentsince they are com-
putedin object space. On the otherhand,the morphological�l-
ter is not coherentfrom frame to frame, sinceit is computedin
imagespace. Solving this questionwould probablyneedto fol-
low color regionsalongtheanimationasin “video tooning” [Wang
et al. 2004]. Sucha methodwould imply the lossof interactivity
andthuswe have preferredto concentratehereon the watercolor
effectspart of the pipelineandleave the incoherency of the mor-
phologicalsmoothingfor futurework.

5.1 Attaching multiple pigment textures in object
space

Our �rst method takes inspiration both from Meier's work on
painterlyrendering[Meier 1996]andCunziet al.'s work on a dy-
namiccanvas[Cunzietal. 2003].
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Figure9: (a,b) Our particlemethodillustratedwith a chessboardtexture. (a) Rotation: 2d texturesfollow 3d particles(black dots), (b)
z-translation:An in�nite zoomof thetexturemaintainsaconstantfrequency. (c) Resultwhenusingourpigmentandpapertextures.

We decomposethe possiblemovementsof the object between
translationalongthez� axisandtheothertransformations.Theidea
is that,whenanobjectis moving towards(or away from) thecam-
era,wehaveto maintainaconstantfrequency of pigmentswhile the
sizeof theobjectprojectionincreasesor decreasesin imagespace.
For theothermotionsthepigmentshave to follow theobjectwith-
outbeingdistortedby theperspectiveprojection.

Like Meier, we useparticles(pointson the 3d mesh)to attach
ourdrawing primitivesto theobject.Ourprimitivesarethepigment
densitytextures.They aremuchlargerthanbrushstrokes,therefore
weneedfar fewerparticles.

Theparticlesaredistributedon themeshby pro-
jecting onto the meshregularly sampledpoints of
the objectboundingbox. In practice,for a simple
objectthatstaystotally in thecamera�eld of view,
we use6 particles(themiddlesof the6 facesof the
boundingbox),shown by theblackdotson theright
handside. Pigmenttexturesarethendrawn in im-
agespacecenteredon eachparticleprojection,andblendedwhile
renderingthe mesh. The blendingamountof eachtexture is de-
�ned for a vertex accordingto the 3d distancebetweenthe vertex
and eachparticle. The closera vertex is to a particle, the more
thecorrespondingtexturewill betakeninto account(seetheblend-
ing in falsecolors).Sucha blendingavoidsthepoppingeffect that
occursin painterlyrenderingswhenstrokesappeardueto visibil-
ity. Indeed,a pigmenttextureattachedto a nonvisible particlecan
continueto in�uence the�nal rendering,allowing for a continuous
evolution. The result is that pigmentsaredrawn in 2d spacebut
moveaccordingto the3dobjectmotion(�g.9-(a)).

This doesnot de�ne how to scalethe texture accordingto a
z� translation.As pigmentsarede�ned in screenspace,we would
like to keeptheir frequency constant.But if we directly keepthe
texturescaleunchanged,theobjectwill seemto slideonthetexture
duringazoom.To avoid thiseffect,anin�nite zoomin thetextureis
used,asdescribedin [Cunzi et al. 2003]1. Suchanin�nite zoomis
producedby cycling continuouslybetweensuccessiveoctaves(that
is successive scales)of thepigmenttextures.Herewe usefour oc-
taves.Theobserverseemsto zoominto thepigmenttextures,while
thefrequency of thepigmentsstaysconstant(�g.9-(b)).

5.2 3D Animation of 2D Flow E�ects

As pointedout in [Kaplan and Cohen2005], no transformation
on a 2d texture mapcanexactly matchmotion �elds producedby
arbitrarymovementsin a 3d environment. An alternative solution
is to move the constituentelementsof the 2d mapin 3d andthen
to reprojectthoseelementsbackto 2d to createa new texturemap.
We associatenoisefeatureswith 3d particleson thesurfaceof the
objects. At runtime,we project thoseparticlesinto screenspace

1Thesourcecodeis availableat
artis.imag.fr/Members/Joelle.Thollot/dynamic canvas/

Figure10: An overview of theinteractive noisegenerationsystem.
First, the modelsverticesareprojectedto screenspace.Next, the
systemdeterminesthe amountof screenspaceoccupiedby each
visible triangle. This determinesthe numberof randomlyposi-
tionedfeaturesto draw to createa noisetextureof theappropriate
frequency. Randomlycolored,alphablendedquadrilateralsof that
frequency aredrawn at featurelocations,creatingthetexture. The
alphatextureis shown inset.

anddraw featuresinto a 2d texture, reconstructingnew noiseand
turbulencetexturesfor every frame(seeFigure10).

Turbulent �o w canbe representedasa harmonicsummationof
noisetextures[Perlin 1985]. Noise is characterizedby randomly
valued(a color valuetypically) changesin a �eld of arbitrarydi-
mensionwherethe changesin valueoccurwith a constantspatial
separation,referredto asfrequency f . Featuresarethelocationsat
which changesin the �eld occur. Therefore,following the Perlin
noise,we desirea continuouslygenerateable2d noisetexturewith
the following properties,1) featuresoccurat a speci�c frequency,
2) featurevaluesarepseudo-random,3) frequency rangeis band-
limited, 4) featuresmove with thesurfaces.Note thatproperties1
and4 arecontradictoryandmaynot besimultaneouslyachievable
for arbitrarytransformations.

An approximationof the2d Perlinnoisemaybeobtainedby in-
terpolatingbetweenrandomgrayscalevalueslocatedatgrid points,
representingfeatures,placedat distancef apart,where f is thede-
siredfrequency of thenoise[Ebert1999].Thoughwe cannotusea
grid, sinceour featurepointsmove in 3d, this is thebasicapproach
weadopt.

A noisefeatureis representedin our programwith a structure
consistingof randombarycentriccoordinates,b = b0;b1;b2 anda
randomgrayscalecolor, c. A featureof frequency f maybedrawn
usinga quadrilateralin screenspacecenteredat b with width and
height f , usinganalphatexturede�nedby thefunction6t5 � 15t4+
10t3 [Perlin 2002] (shown in Figure11d)andcolor c. The alpha
textureis usedto emulateinterpolationbetweenadjacentfeatures.

A noisetextureNf is computedasfollows. First, for every vis-
ible triangle (surfaceface),ti , we computethe amountof image
space,l i it occupies.Then,we draw l i=( f � f ) featuresfor every
ti . Thelocationof eachfeatureis calculatedby usingeachti 's ver-
tices(projectedinto screenspace)ascontrolpointsfor thefeatures
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Figure11: (a) Progressive levelsof noisegeneratedinteractively with increasingfrequencies.(b) Compositingnoiselevelsfrom (a) yieldsa
turbulencetextureor (c) a pigmenttexture- usingonly high frequency noisetextures.(d) Thealphatextureusedto draw thefeatures,(e,f)
Noticehow thepigmentsandturbulencefeaturesfollow thesurface.No papertextureis usedfor theseimages.

barycentriccoordinates.This createsa noisetexture with average
featuredistributionof frequency f .

A turbulencetexturemaybecreatedby summingaseriesof such
noisetextures- a typical seriesof frequenciesmight be, for base
frequency F0 = f , F1 = f =2;F2 = f =4� � �FK = f =2K - by blending
them with the contribution of eachN j being de�ned by the har-
monicfunction1=f . Examplesareshown in Figure11.

5.2.1 Minimizing Artifacts

This methodyields an averagefrequency distribution of f rather
than an exact distribution. Two problemsmay occur becauseof
this randomplacement.First,we arenot guaranteedto completely
cover theimagespace.Attemptingto orderthespacingof theparti-
cleplacementmaynotbeusefulsincewecannotpredictwhattype
of perspectivedeformationthetrianglewill undergo. Therefore,the
screencolor is initially clearedto a �at middlegray; featuresthen
color thescreenasanoffsetfrom a strict averageratherthande�n-
ing the actualscreencolor themselvesas in standardnoise. This
mayoverly weightthescreento gray, but if ourrandomdistribution
of featurelocationsis good(see[Turk 1990]for adiscussion),then
this problemwill beminimal andin practice,this seemsto betrue.
Second,wemaycreatehotspotsof featureplacementwhenfeatures
overlap. Again, a good initial distribution of featureswill mini-
mizethis problem,but in practice,theblendingfunctionis smooth
enoughthatthis issueis notapparent.

The amountof screenspaceoccupiedby eachsurfacefacel i
changeswith cameramotion. Becausethe numberof features
drawn is dependenton this value,new featuresmaycomeinto and
out of existencevery quickly which will causepoppingartifactsif
not handledwith care.We minimize this artifactby takingadvan-
tageof the fact that our turbulencetexture is the sumof a series
of noisetextures.Continuity is maintainedby moving featuresbe-
tweeneachnoisetextureNj andtexturesNj+ 1 andNj � 1. Whenl i
grows larger, featuresaremoved from N j � 1 to Nj proportionalto
the amountof screenspacegained. Conversely, whenl i shrinks,
featuresaremovedfrom Nj+ 1 to Nj andfrom Nj to Nj � 1. Because
featuresaretransitionedbetweennoisetexturesatdifferentfrequen-
ciesanorderingbetweennoisetexturelevelsis created.Therefore,
the turbulenceappearsconsistentat differentresolutions,i.e. if an
object is zoomedaway from the viewer, the low frequency noise
is transitionedto high frequency noisesothevisualcharacteristics

of the turbulenceappearsconsistent.In orderto maintainthe fre-
quency distribution, onefeatureis movedbetweeneachnoisetex-
turelevelsatatime,linearlyscalingthewidth betweenlevels.With
this method,poppingartifactsoccuronly at thehighestandlowest
frequencies.At high frequencies,the artifactswerevery tiny and
so, not very noticeable.Low frequency errorscanbe avoidedby
makingthelowestfrequency largerthanthescreen.

As a �nal consideration,thesurfacemeshesin thescenemaybe
composedof trianglesthat occupy screenspaceof lessthan f � f
pixels, in which caseno facewill draw any featuresof thedesired
frequency! We createa hierarchy of faces,groupingfacesinto su-
perfacesasan octree.We thenanalyzethe screenspaceoccupied
by the superfacesin orderto determinethe numberof featuresto
draw atlow frequencies.Only normalsimilarity is consideredwhen
creatingour hierarchies,andthoughbetterschemesmay exist for
groupingfaces,thismethodworkswell in practice.

6 Results and Discussion

We show some results obtained by our method using
as input either a photograph or a 3d model Figure 12.
More watercolor results and some videos can be found in
artis.imag.fr/Membres/Joelle.Thollot/Watercolor/ .
As mostof the work is doneby the GPU, the staticpipelineruns
at a speedsimilar to a Gouraudshading(between25 framesper
secondfor 25k trianglesdownto 3 framesper secondfor 160k
triangles)for a 750� 570viewport on a PentiumIV 3GHzwith a
GeForceFX 6800.

Evaluatingthevisualquality of watercolorrenderingsis not an
easytask.Figure13showsacomparisonwehavemadewith Curtis
original method[Curtis et al. 1997] that wasa full physical sim-
ulation. Our methodallows us to produceimagesthat staycloser
to the original photowhile allowing the userto vary the obtained
style. On theotherhandCurtis' resultbene�ts from his simulation
by showing interestingdispersioneffects. However, it is precisely
thesedispersioneffectsthat make that methodunsuitablefor ani-
mation. In light of this, it is unclearwhetherwe loseanything by
not doinga full �uid �o w simulationin ananimatedor interactive
environment.

Thetemporalcoherenceeffectsof ourtwo methodsyield distinct
resultswith severaltradeoffs. Thetextureattachmentmethodyields
goodresultsfor a singleobjectviewed with a staticbackground.



Figure12: Watercolor-like results. The �rst line shows the original photographandthe resultingwatercolor-like image. The secondline
shows other�ltered photographs.Thethird line shows a gouraudshaded3d sceneandtheresultingwatercolorrenderingwith two versions
of theVenusmodelwithoutandwith morphologicalandnormalsmoothing.Thefourth line showsmorewatercolor-like3dmodels.

(a) (b) (c) (d)

Figure13: Comparisonwith Curtisresult:(a)original image,(b) Curtiswatercolorresult,(c,d)our results.



The numberof particlesusedto renderthe animationhasto be a
compromisebetweentwo effects: Too many particleswould tend
to blur the high frequenciesdue to texture blendingwhereasnot
enoughparticlescreatesscrollingeffectsdueto independentmove-
mentsof eachpatchof texture.Somedistortionoccursatpixelsfar
from attachmentpoints,but in practice,usingat least6 attachment
pointsminimizedthiseffect. Ideally thenumberof particlesshould
beadaptedto theviewpoint. For exampleafterazoom,theparticles
maybecometoofar from eachotherandsomenew particlesshould
beadded.

Calculating�o w texturesinteractively matchedthemovementof
the turbulent �o w andpigmentdispersionexactly with themotion
of theobjectsin thescene,makingit usefulfor complex animations
in immersive environments. Unfortunately, this methodis much
moreexpensive to computesincebetween1-10noisetexturesand
1-2 turbulencetexturesmustbe interactively constructedfor every
frame,yielding asfew as1 framea secondfor 60k triangles. Fi-
nally, smallscalepoppingartifactsmaybevisibleyetwefoundthis
wasnot very noticeablefor complex turbulencetexturespossibly
dueto thelow alphavalueassignedto suchhighfrequency features.
Weallowedtheuserto controlseveralvariables(suchaswhich fre-
quenciesto use)in order to constructthe pigmentandturbulence
textures.This yieldeda wide rangeof visualstylesyet thosestyles
did notalwaysexactlycorrespondwith thoseproducedby thestatic
method.Reasonable�delity to thestaticmethodwasachievableas
long asthe frequencieswe usedcorrespondedwell with the static
pigmentrepartitiontexture.

7 Conclusions

We have presenteda watercolorrenderingtechniquethat is fully
controllableby theuser, allowing theproductionof eithercoherent
animationsor imagesstartingfrom a 3d model or a photograph.
Our framework is interactive andintuitive, recreatingthe abstract
qualityandvisualeffectsof realwatercolors.

Eachstepof thepipelinecanstill beimproved,especiallyby of-
fering theuserachoicebetweenslowerbut bettermethodsfor each
effect. Thiscanbesuitablefor producingmovieswhenhighquality
is mostimportant. Ideally our ideawould be to keepour pipeline
asaWYSIWYG interfacefor preparinganof�ine full computation
of morepreciseeffects.

As mentionedin thepaper, thereareseveral issuesthatwe want
to addressin the future. The diffusion effect would be interesting
to recreate.We canthink of usingwork like [Chu andTai 2005]
to performdiffusioncomputationbut it opensthequestionof how
to controlsuchaneffectwhendealingwith analreadygivenscene.
To stayin our philosophy we have to think of simpleandintuitive
waysof decidingwhich partof the imagemustbeconcernedwith
thediffusion.

A lot of questionsremainconcerningthe temporalcoherence.
Themethodswe proposedo not target themorphologicalsmooth-
ing stepor any imageprocessing.Taking inspirationfrom ”video
tooning” [Wanget al. 2004]we would like to addressthis problem
in our pipeline. Anotherpossibility would be to useimage�lters
like in [Luft and Deussen2005] to decreasethe poppingeffects
withoutaddingtoomuchcomputation.
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